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Botnets causing blackouts: how
coordinated load attacks can destabilize

the power grid

A. Dabrowski, J. Ullrich, E. R. Weippl

Power grids are a prime example of critical infrastructure, and their reliable operation is of utter importance for life and economy
in most parts of the world. To stabilize the nominal frequency, power production and consumption have to be continuously kept in
balance. As consumers are predominantly uncontrolled, operators have to adapt power plants’ output to the demanded power using
elaborated models including parameters like weather, season, and time of the day. These models are based on the premise of a large
number of small consumers averaging out their energy consumption spikes. The remaining gap is closed by power plants in stand-by.

In this technical report, based on Dabrowski et al. (Grid shock: coordinated load-changing attacks on power grids. Proceedings of
the annual computer security applications conference (ACSAC 2017), 2017), we show how an adversary can violate this assumption
by coordinated load attacks. Gaining control over a large number of Internet-connected computers and Internet-of-Things (IoT) devices
with a botnet, he can modify their power consumption in a synchronized fashion. Such sudden load changes can then outperform
the power grid’s countervailing mechanisms, i.e., primary and secondary reserve, and push the power grid into an unstable state
eventually triggering automatic load shedding or tie-line tripping. We further emphasize that this adversary does not have to rely
on any current or future smart grid features for a successful attack as the communication infrastructure for synchronized large-scale
power modulation is already available — the Internet.
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Wie koordinierte Lastspitzen Stromnetze destabilisieren kénnen.

Stromnetze sind ein Paradebeispiel fir kritische Infrastrukturen, deren zuverlassiger Betrieb von grundlegender Bedeutung fir vie-
le Wirtschaftszweige in den meisten Teilen der Welt ist. Um die Nennfrequenz zu stabilisieren, mussen die Stromerzeugung und
der Verbrauch kontinuierlich im Gleichgewicht gehalten werden. Da die Verbraucher tiberwiegend ,unkontrolliert” sind (d. h. ihren
Stromverbrauch nicht vorab anmelden mdssen), missen Netzbetreiber den Bedarf mittels lorhersagemodelle antizipieren und die
Differenz Uber schnell steuerbare Generatoren ergénzen. Diese Modelle basieren auf der Prémisse einer groBen Anzahl unabhangiger
Kleinverbraucher, so dass sich einzelne Schaltvorgénge im Mittel ausgleichen.

In diesem technischen Bericht zeigen die Autoren, wie ein Gegner diese Annahme durch koordinierte Lastangriffe ausniitzen kann.
Gewinnt dieser die Kontrolle (ber eine groBe Anzahl von Internet-verbundenen Computern und Geréten (z. B. IoT), so kann dieser
den Energieverbrauch koordiniert modifizieren. Diese Lastspitzen kénnen die Regelleistung des Stromnetzes Ubertreffen und dieses
in einen instabilen Zustand bringen. Diese synchrone Leistungsmodulation im groBen MaBstab funktioniert ganz ohne aktuelle oder

zukdnftige Smart Grid-Systeme, sondern mit konventionellen Stromnetzen.
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1. Introduction
In system theory, emergence describes a larger, complex, or surpris-
ing phenomenon caused by many smaller or simple entities. The
latter are creating new system properties by interacting with each
other without central orchestration or guidance. These effects are
studied and explored in biology, chemistry, or agent theory among
many others. For example, fractal snowflakes form from the much
simpler flat hexagonal structure of the water ice grid: the six corners
are slightly more likely to encounter surrounding water molecules
than the flat edges. Thus, new material is preferably deposited at
those, forming new — even stronger — peaks and eventually fractal
snowflakes.

Emergent insecurity can arise from many smaller entities inter-
acting in an unexpected manner — unexpected insofar as the sys-
tem designers did not anticipate this behavior when initially mod-
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eling it, i.e., their model of the comprising entities is wrong. In a
stable system, the individual benefits of system-preserving behav-
ior must outweigh destructive behavior. Thus, selfish behavior sub-
stantially overlaps with the goals of the whole system. Additional
resilience is achieved by being able to tolerate a certain number of
misbehaving entities. The simplest form of structured (destructive)
collaboration is collusion. However, this typically involves beneficial
properties for all colluding parties, i.e., a selfish benefit. In contrast,
today many cyber-physical systems or Internet-of-Thing (loT) devices
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can be weaponized without their knowledge in large quantities, and
thus also without a benefit for the individual entities.

In this technical report, we show how emergent insecurity can
substantially harm power grids by breaking the fundamental as-
sumption of all power grids: the independance of small-scale con-
sumers. This report is based on the results that have been published
by the same authors in [5], though focusing on the aspect of emer-
gent insecurity.

2. Background

A power grid has to maintain a constant balance between consump-
tion and supply of electrical power. However, many large-scale and
cheap — such as nuclear or hydroelectric — power plants cannot ad-
just their output quickly enough for fast load fluctuations. Thus, a
mix of cheap but sluggish large-scale turbines and expensive how-
ever low-latency generators, e.g., gas turbines, together with a pre-
diction model of average day-to-day power consumption enables
a stable power grid operation. The equilibrium between consump-
tion and supply itself is measured as the deviation from the nom-
inal frequency. Higher power consumption will put more apparent
counter-force on the turbines slowing them down, thus reducing
the frequency. Likewise, the frequency increases by overproduction.
Primary control reserve (or spinning reserve) [14, 15] is used within
a negative feedback loop to push the grid into balance again. Eu-
ropean regulations demand 3000 MW regulatory reserve to be fully
activatable within 30 seconds. Additionally, automatic emergency
provisions [8], [17, p.65], [14, p.26] take action to automatically dis-
connect consumers or producers if the grid frequency degrades too
much. For example, in the continental European grid (ENTSO-E or
UCTE) with its nominal f = 50Hz the first 10-15% customers are
automatically disconnected at 49.0 Hz, further 10-15% at 48.7 Hz
with multiple further thresholds down to 47.5% where all power
plants are disconnected to protect their turbines from mechanical
stress.

In computer networks, a botnet consists of an automated pro-
gram (a bot) under single (remote) control, covertly running on a
(potentially large) set of distinct computers [11]. Botnets typically
can choose from a large set of covert communication channels with
different topologies, making them hard to track. Botnets can grow
several tens of millions devices and operate for years before they are
detected. A professional botnet industry sells and rents out hijacked
computers. In the past, botnets have been used to steal private data,
infect other computers, and for distributed denial-of-service attacks
— where a large number of requests (or traffic) to a single target
renders the latter unusable.

However, this software also has substantial influence on the
power consumption of a device. For example, high CPU load typ-
ically leads to more power consumption. Together with the con-
nected peripherals of a computer, a piece of software has the ability
to modulate the individual power consumption of a device and its
surrounding devices.

3. Load changing attacks in power grids

For the context of this report, we assume short-term load changes
to be caused by compromised devices that are part of a botnet and
remotely controlled by an adversary. We consider two distinct types
of attacks, static attacks and dynamic attacks.

Static attacks all of a sudden increase the power consumption
of all devices of a botnet to their maximum. This behavior contra-
dicts the inherent assumption of independent loads, and shifts the
generation and consumption out of its equilibrium. Increasing con-
sumption faster than the power grid’s stabilization mechanism, in
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Fig. 1. Impact of static load attack on frequency in a grid with high
rotational inertia (Ts = 10 s), i.e., predominantly fed by conventional
power plants, and low rotational inertia (Ts = 6 s), i.e., fed by a high
share of renewables, at different levels of total network power

particular primary reserve, the grid frequency decreases and causes
load shedding or shutdown of power plants when reaching certain
frequency thresholds. It appears advantageous to piggyback such
attacks on power spikes and oscillations that usually happen in the
grid, e.g., every 15 minutes at a trading time-slot boundary.
Dynamic attacks aim to increase the attack’s frequency deviation
in comparison to static attacks by exploiting negative feedback of
closed-loop control systems and their tendency to over- and under-
shooting. This way, frequency thresholds triggering load shedding
might be reached more easily, i.e., by less load that has to be con-
trolled by the adversary’s botnet. To form a closed-looped control
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Fig. 2. Dynamic load attack of 4.5 GW at different levels of total
network power

the adversary has to establish a return channel in order to mea-
sure the grid’s current state, i.e., its frequency, and adapt the attack
accordingly. This is however easily achieved by measuring the fre-
quency at any power outlet within the ENTSO-E synchronous grid.
Our dynamic attack increases power consumption and waits for full
activation of primary control before returning power consumption
back to its original value and vice versa.

Assessing the impact of these attacks, we developed a Mat-
lab/Simulink model that is based on Ulbig et al. [12]. The model
includes the power grid’s frequency response to frequency devia-
tion, the self-requlation effect as well as primary as well as sec-
ondary control and is parameterized according to the ENTSO-E oper-
ation handbooks that are publicly available. Then, we simulated the
power grid’s response to such static and dynamic attacks with vary-
ing amounts of attack load, total load in the power grid as well as
the start time constant. The results for the static attack are depicted
in Fig. 1 and can be summarized as follows:

e The more power an adversary is able to modify, the more impact
she has on power grid frequency.

The more total load in the European power grid, the less impact
has an attack. This implies that it remains easier for an adversary
to strike in times of low power, e.g., on national holidays or in
summer.

The shorter the start time constant Ts, the more an attack impacts
power grid frequency. The start time constant is proportional to
the system’s mass inertia of all turbines. Mass inertia however be-
comes lower with the increased use of renewables as wind tur-
bines and PV cells are connected to the power grid by inverters.
Therefore do not contribute to the overall system mass inertia,
and allow to destabilize the system more easily.

The results of the dynamic attacks are shown in Fig. 2. Modulat-
ing 1.5 times the reference incident (Rl = 3000 MW), the grid’s fre-
quency shift at the second swing is higher than at the first one albeit
the attacker is modulating the same load. The attack eventually trig-
gers the automatic load-shedding threshold at 49.0 Hz causing the
first group of households to loose power.

4. Forming a botnet for load changing attacks
Acquisition [6], synchronization [19], and geo-location [4, 9] of in-
fected bots are solved problems. For our herein described attack to
work, an attacker has to additionally understand the dynamics (am-
plitude and response times) the bots offer for modulating their load
towards the power grid.

Based on measurements and data sheets we compiled Table 1. We
denote the software-modulated part ALoad = peakload — baseload

Table 1. Modulated load by device (Sources: own measurements,
data sheets, and [3])

Device Type Latency A Load
CPU Core2Duo  20-60ms  35W
i3 20-60 ms  55-73 W
i5 20-60 ms 73-95W
i7 20-60ms  77-95W
i7-E 20-60ms  130-150 W
GPU Low-end 20-60ms  20-76 W
Mid-end 20-60ms  102-151W
High-end 20-60ms  150-238 W
Top-end 20-60ms  201-297 W
HDD 2060 ms  3-7W
Screen TFT Size dep. 1-5s 60-100 W
Laser printer SOHO 1-3s 800-1300 W
Smart thermostat elec. Heating  1-10s 1-15 kW
Smart oven 1-10s 2-3 kW
Smart refrigerator 1-10's 300-500 W
Smart kettle 1-10s 1000-1500 W
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Fig. 3. In a typical gaming PC the PSU ramps up the current within a
single AC cycle to a multiple compared to idle usage

and the response times. Since multiple power converters (and stabi-
lizers) can sit in between the component and the grid smearing the
load peaks, we made our measurements at the 230 V level.

As an example, Fig. 3 displays current measurements over a shunt
resistor. CPUs and GPUs can multiply the computer's power usage
within 1-3 AC power cycles. Laser printers turned out to be a heavy
software-controllable load, whereas hard disks have a very low load
for modulation as most of the energy is used for spinning.

In order to estimate the attacker’'s AlLoad per infection, we cre-
ated prototypical hardware setups: some botnets specialize in server
software for infections whereas other specialize on security vulner-
abilities in games for infections. This implies that the first targeting
servers offers more hard discs and not laser printers, but the latter
more gaming PCs with more powerful graphics controllers (GPU).
The four profiles of office, home, gaming, and server computer re-
sult in control-able ALoad of 338 W, 600 W, 715 W, and 233 W
respectively.

Orthogonal to these hardware profiles, we defined two conser-
vative loT mixes were we mix in a single digit percentage of loT
devices. The final estimation is presented in Table 2 and discussed in
the section below.

5. Discussion

Until now, power grid operation was based on the assumption that
power consumers act independently; generally speaking, if a light
bulb was switched on in one household, it was probable that a bulb
in another household had been switched off. Sophisticated load pro-
files allowed energy suppliers to predict power consumption accord-
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Table 2. Infections needed (est)

Configuration No loT Low loT Medium loT
avg. Aload Distribution 1 Distribution 2 Distribution 3

Office PC 338.45W 40% 40% 30%

Home PC 600.75 W 30% 30% 40%

Gaming PC 715.8 W 15% 15% 20%

Server 233.8 W 15% 15% 10%

loT AC 800 W - 0% 4%

|oT thermostat 8,000 W - 4% 8%

loT oven 2,500 W - 0% 1%

loT refrigerator 400 W - 0% 1%

loT kettle 1,250 W - 0% 1%

Avg. A load p. infection 458.045W 778.045W 1,201.125W

Infections 3000 MW (1 RI) 6,549,575 3,855,819 2,497,659

Infections 4500 MW (1.5RI) 9,824,363 5,783,728 3,746,488

ing to the season, weather, the day of the week, etc. in a quite ac-
curate manner. Minor imbalances between consumption and supply
were handled by control reserve.

Independent consumers were a valid assumption in the past but
nowadays the latter does not hold anymore. This assumption is
threatened by millions of devices that are connected to the Inter-
net with many more to follow in the next years. In a well-known
pattern, adversaries tend to bundle a high number of compromised
computers in a botnet and control them in a coordinated way; this
way, an adversary is able to send a single command to the bots — the
compromised computers — and they act simultaneously. For exam-
ple, in 2016, the Mirai botnet mainly consisting of embedded and
loT devices attacked various high profile targets like telecommuni-
cation operators or DNS providers [1].

So far, attacks in the cyber domain had their impact mostly in
the same domain. However, in a concerted action of such devices,
a cyber-launched attack is now able to influence the physical world
by destabilizing the power grid. Our work emphasizes the existence
of this threat and concludes that between 2.5 and 10 millions bots
— depending on their distinct power consumption behavior, see Ta-
ble 2 — are sufficient to negatively affect the European Synchronous
Grid causing large-scale blackouts. Past botnets in the wild were
known to have tens of millions of devices [9]; thus, our results show
that such attacks against the power grid are indeed feasible for
larger actors and nation states. These attacks lack the attributional
properties that physical attacks typically have.

In a world of increasing density of interconnected large and small
computers with an increased share of the total power consump-
tion, botnet-based attacks against the power grid are expected to
become more viable over time. This specifically includes Internet-
of-Things (loT) devices such as smart fridges, smart thermostats, or
smart air-conditioning. Such devices typically lack the stringent up-
dating infrastructure that help protect personal computers.

The Northeast Blackout of 2003 [16] and the Norwegian Pearl in-
cident in Europe in 2006 [13] demonstrate that power grids tend
to experience fatal cascading effects in failure situations. Bringing
the power grid back into full operation is a tedious task and might
take multiple days or even weeks even without any physical defects.
Among other problems, only so-called black-start-capable power
plants can start operation without an external power source. Resyn-
chronization of multiple grid areas is time-consuming. Extended pe-
riods of power loss does not only negatively impact comfort of life,

hygiene, and economy, but also lead to life-threating situations for
people that need medical attention or are dependent on supply of
refrigerated medicine, e.g., Insulin.

While these attacks do not explicitly rely on smart-grid features of
current of future grids, some of the envisioned smart-grid function-
ality could help in defeating the problem. Demand-side manage-
ment allows the control of electric loads based on predetermined
factors; for example, putting the washing machine into operation
when the energy costs are low or shifting heating/cooling of houses
to a time of an energy surplus in the power grid. In this respect,
the smart grid is a curse and a savior at the same time: On the
one hand, demand-side management could be used as a counter-
measure towards the described attacks and certain types of loads
could become switched off in presence of an attack to stabilize the
power grid. In comparison to today's countermeasures of the power
grid, i.e., primary and secondary reserve, demand-side management
is able to react nearly as fast as the attack and does not have to
obey underlying physical mass inertia of power plant turbines. On
the other hand, an adversary might exploit this very functionality to
perform her load-changing attacks if it has not been implemented
in a secure manner.

6. Related work

Irregular behavior in power grids happens from time to time, mostly
due to unexpected incidents and not as a consequence of malicious
behavior. ENTSO-E investigates and publishes such incidents to ad-
vance the knowledge for proper incident response. Thereby, ENTSO-
E reported on the impact of solar eclipses on power production [10],
a blackout in larger parts of central Europe caused by a cascade of
tripping lines [13] after a ship transfer demanded disconnection of a
pair of tie lines in Germany in 2006, and a similar one in Turkey [7].
The first targeted cyber-action against a power grid happened in
the Ukraine in 2015. The adversaries used malware delivered via e-
mails, stole credentials and finally got access to the power providers’
SCADA systems [2]. The adversaries used attack vectors well-known
in traditional IT, whereas our attacks strike the power grid — a cyber-
physical system — in its physical part. Xu et al. [18] aimed to increase
loads in data centers to trip their circuit breakers. The load increase is
caused by the adversary renting cloud services or by using external
web services to trigger computationally expensive operations. The
authors sought to unplug a cloud provider’s data center, but this did
not negatively impact the power grid itself.
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7. Conclusion

Insecurity and attacks can occur by emergent behavior, i.e., where
small sub-systems produce new (surprising) properties for the whole
system. Our described attack undermine one of the fundamental as-
sumptions of power grids: the independent small-scale power grid
customer. An attacker can easily buy or build a large enough bot-
net to threaten the stability of a power grid by using software to
synchronously manipulate the latters’ power consumption.

Power grids are the largest man-made closed-loop control sys-
tem in the world that predate the Internet by decades. With cur-
rent telecommunication technologies an attacker can bind millions
of those formerly independent power consumers to attack the grid.
By lowering the grid’s frequency to fixed thresholds, e.g., 49.0 Hz
in Europe, the attacker is able to trigger automatic emergency load-
shedding thereby disconnecting a significant number of consumers
from the power grid. Depending on the distribution of infected com-
puters and loT devices as well as environmental conditions, we cal-
culated a critical mass of 2.5 to 9.8 million infected devices for the
whole Continental European grid. Botnets of that size have been
easily surpassed in the past. The attacks demonstrates that power
grids are not only vulnerable by classic IT vectors or the upcoming
transformation into smart grids but already in their current form: by
attacking the physical part of the cyber-physical system through the
Internet.
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